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SUMMARY
The integration of artificial intelligence (AI) with life sciences offers 
tremendous potential benefits to society, but advances in AI biodesign 
tools also pose significant risks of misuse, with the potential for global 
consequences. Currently, few safeguards are in place to ensure that the 
benefits of these technologies can be realized safely and securely. This  
report explores the potential for built-in guardrails for biodesign tools, 
options for managing access to safeguard these tools, and pilot projects  
to advance these concepts.
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Executive Summary

The convergence of artificial intelligence (AI) with the life sciences has the potential to yield tremendous 
benefits for society, but advances in AI biodesign tools (BDTs) also pose risks that they could be 

misused to cause significant harm, with potentially global consequences. Few guardrails exist to ensure 
that BDTs are used safely and securely. This report, based on interviews and discussions with a wide variety 
of biosecurity experts, AI experts, and BDT developers, identifies possible built-in guardrails as well as 
options for managing access to BDTs to facilitate access while preventing misuse. In this report, the term 
“guardrail” refers to risk mitigation measures associated with the model itself, from the conception and 
development of the model to its deployment or release. The report also identifies potential pilot projects 
to initiate development of these guardrails, explore feasibility and challenges, and expand the toolkit for 
safeguarding BDTs. 

The approaches discussed in this report fall into two broad categories: built-in guardrails and managed access. 
Built-in guardrails refer to technical solutions for risk reduction that can be included in the development or 
use of a BDT. Managed access refers to providing differential access to BDTs, beyond a simple dichotomy 
of “fully open” or “fully closed,” based on the needs of different developers and users. This report explores 
possible pilot projects to assess the feasibility of these two approaches, which are outlined below. 

Built-In Guardrails

•	 Developing an ecosystem to support screening and refusals. Screening mechanisms could be 
used to automatically detect potentially risky BDT inputs or outputs, which could then be flagged 
for further review or rejected. This method relies on biosecurity experts working alongside 
BDT developers, sharing insights from DNA synthesis screening, and testing this approach in a 
commercial context. 

•	 Coupling designs with metadata. Capturing and cryptographically signing metadata created 
during the biological design process—for example, when using protein design tools—could be used 
to infer user intentions. This information could be shared with DNA synthesis providers and others 
to improve biosecurity screening. 

•	 Curating biological training data. Excluding virus and toxin data from the training datasets might 
prevent BDTs from generating dangerous designs. 
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Managed Access

•	 Establishing and supporting a managed access platform for BDTs.  
The platform would offer resources, ease of use, and collaboration features, 
while ensuring oversight and limiting access so only legitimate actors 
could use the BDTs.

•	 Gathering information on the users of BDTs. A better understanding 
of how users access BDTs and their reasons for choosing various access 
methods would provide valuable insights for improving managed access  
to these tools.

•	 Developing a written framework for managed access to BDTs. Building 
on existing guidelines for other AI models, this framework would address 
different levels of access, best practices, and ways that access might change 
over the course of the BDTs’ development, with input from both academic 
and industry developers.

•	 Developing a written framework for managed access to newly 
generated data. Given that a significant amount of biological data have yet 
to be generated, a framework is needed to ensure proper data management 
as investments in data generation continue to grow.

Protecting the tremendous potential benefits of AI biodesign tools will require 
significant investments of time and resources by governments, industry, and 
the life science research community. It will also require creative thinking and 
experimentation with various approaches to identify effective solutions that meaningfully reduce risks 
without hindering scientific advances and their associated societal benefits. Model developers, life science 
researchers, biosecurity experts, and policymakers should address near-term and anticipate future risks by 
developing an ecosystem of tools and interventions to guard these tools against misuse.

Model developers, 
life science 
researchers, 
biosecurity experts, 
and policymakers 
should address near-
term and anticipate 
future risks by 
developing an 
ecosystem of tools 
and interventions 
to guard these tools 
against misuse.
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Introduction

The convergence of artificial intelligence (AI) with the life sciences is fueling rapid advances in basic and 
applied bioscience research and expanding the possibilities for therapeutics, agriculture, and a wide 

range of other applications in the broader bioeconomy. However, biosecurity experts have warned that AI-
bio capabilities—AI tools and technologies that enable the engineering of biological systems—also could be 
misused to cause harm, such as by making it easier to design and synthesize dangerous pathogens.1 

There are multiple types of AI models that can contribute to engineering biology, including broad foundation 
or “frontier” AI models (for example, large natural language models) as well as biology-specific AI biodesign 
tools (BDTs).2 BDTs are trained on biological data and are developed to provide insight, predictions, and 
designs related to biological systems. Protein design tools are a classic example of BDTs, and such tools can 
be used to design novel proteins for a wide range of purposes—for example, to bind to a target protein for 
therapeutic purposes.3

To address concerns related to potential misuse of AI-bio capabilities, governments and industry groups 
have called for evaluations of AI models (often including “red-teaming” exercises) to assess biological risks, 
along with risks from other domains. They are also exploring ways to improve the safety and security of 
these models.4 To date, efforts to safeguard AI-bio capabilities have focused primarily on broad foundation 
AI models, with less attention paid to BDTs. The NTI report “The Convergence of Artificial Intelligence with 
the Life Sciences” notes this gap and calls for research to identify promising new guardrails to safeguard AI 
models, particularly BDTs. 

Reducing BDT Risks While Safeguarding Potential Benefits 

In this report, the term “guardrail” refers to a risk mitigation measure associated with the model itself, 
from the conception and development of the model to its deployment or release. Developing guardrails for 
BDTs is an important priority because, if misused, these models could significantly exacerbate biosecurity 
risks. Near-term risks include bad actors disguising or enhancing individual biological parts to evade DNA 
synthesis screening or other biosecurity controls. For example, bad actors could use a BDT to generate 
nucleic acid sequences that are unlike naturally occurring pathogen or toxin sequences but that could have 
similar harmful functions. Actors could also use BDTs to identify pathogen variants that are resistant to 
vaccines and therapeutics. A key long-term concern is that, in the coming years, more advanced versions 
of BDTs could emerge that can provide novel designs for pathogens that are more virulent or transmissible 
than those likely to arise in nature. If such biological designs were manufactured and released, they could 
cause significant harm to global public health, economies, and political stability.5 

Compounding these concerns is the possibility that the capabilities of BDTs could be incorporated into 
broader frontier models or integrated AI systems. Such a development could enable many more people to 
access BDTs and reduce the amount of technical expertise needed to use them. Considering these risks, rapid 
progress must be made in developing tools to safeguard AI biodesign tools against misuse. As guardrails are 
developed, it will be important to strike the right balance so legitimate use of BDTs is not unduly hindered 
and the significant potential benefits of these tools can be realized.

https://www.nti.org/analysis/articles/the-convergence-of-artificial-intelligence-and-the-life-sciences/
https://www.nti.org/analysis/articles/the-convergence-of-artificial-intelligence-and-the-life-sciences/
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Developing Guardrails for AI Biodesign Tools

This report explores two key topics: built-in guardrails for BDTs and managed access approaches for BDTs. 
The rationale for this approach is the hypothesis that managed access will be necessary to prevent users 
from stripping out guardrails if AI models are released in a fully open-source manner. The last section of 
the report recommends a range of pilot projects in each of these two areas that can initiate the development 
of new tools, explore feasibility and challenges, and expand the toolkit for safeguarding BDTs.

Methodology

This report draws on semistructured interviews with more than 20 individuals 
having expertise in BDTs, bioinformatic tools, biosecurity, policy, and other 
areas. Preliminary findings from these interviews were presented and refined 
at a workshop hosted by NTI in June 2024, which included interviewees plus 
additional invited experts. (Participants in this project are listed in the appendix.) 
The key findings and recommended pilot projects presented in this report were 
also informed by discussions at NTI’s Biosecurity Innovation and Risk Reduction 
Initiative meeting held in Cambridge, United Kingdom, in June 2024. Although 
this report’s contents were heavily informed by the experts who participated in this 
project, the synthesis of information by the authors and their recommendations 
do not reflect a consensus of this group.

This report focuses primarily on potential options for developing guardrails for 
AI protein design tools, which are a subset of BDTs.6 AI protein design tools are 
the most developed type of BDT, and there are many examples already in use.7 
However, this report also draws on lessons learned from other types of existing 
tools, such as other BDTs, bioinformatic databases, and related resources. For 
each potential guardrail discussed in this report, it will be important to consider 
how well the guardrail might be applied to other types of BDTs, including those 
not yet developed. 

Challenges and Opportunities

A key theme throughout this project has been uncertainty about the risks that current and future BDTs 
might plausibly pose and the need for assessment of biosecurity risks associated with BDTs. For broader 
foundation models, such as large natural language models, there has been significant work to characterize 
potential risks, but for BDTs there is still a lack of clarity regarding the potential for their misuse, the 
ability of different types of actors to effectively use BDTs’ capabilities, and the ease with which a design 
could be realized as a physical reality. A more concrete, shared understanding of risk would strengthen all 
approaches described in this report.

A related challenge is a lack of awareness of potential biosecurity risks among many developers and users of 
BDTs and limited opportunities for engagement in efforts to reduce these risks. Responsibility frameworks 

The development 
and deployment 
of guardrails, like 
those described in 
this report, can both 
reduce current and 
emerging biological 
risks associated 
with BDTs and 
raise awareness and 
build community to 
identify and address 
these risks.

https://www.nti.org/about/programs-projects/project/fostering-biosecurity-innovation-and-risk-reduction/
https://www.nti.org/about/programs-projects/project/fostering-biosecurity-innovation-and-risk-reduction/
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and statements could help address this challenge by building awareness, norms, and best practices. 
For example, the AI protein design community produced a statement in “Community Values, Guiding 
Principles, and Commitments for the Responsible Development of AI for Protein Design,” which has a long 
list of signatories,8 though implementation details still need to be developed. Developers of tools including 
the genomic foundation model Evo and the protein structure prediction tool AlphaFold3 released their 
models with supplements outlining their assessment of misuse risks and their mitigation measures.9 The 
development and deployment of guardrails, like those described in this report, can both reduce current and 
emerging biological risks associated with BDTs and raise awareness and build community to identify and 
address these risks.

https://responsiblebiodesign.ai
https://responsiblebiodesign.ai
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1. Built-In Guardrail Options

A t each stage of AI model development and deployment, there are several possible approaches for 
guardrails that model developers and the biosecurity community can pursue (figure 1).10 Many 

of these guardrails could be pursued in parallel as part of a multilayered risk reduction approach. 
Discussions with experts generated several ideas for built-in guardrails and explored possibilities for 
managed access to these models. 

Figure 1. Potential guardrails for BDTs. A schematic representation of a model development 
process and possible guardrails that could reduce risks from ideation to deployment.

This chapter focuses on options for built-in guardrails for BDTs, including curation of training data, model 
training approaches that limit the learning of harmful concepts, post-training screening to flag or refuse 
to provide harmful outputs, and the inclusion of metadata along with model outputs, which provide more 
information about the user’s intent in creating the design. Options for managing access to training data and 
BDTs are explored in the next chapter. Although there have been active discussions about the possibilities 
for controlling access to computational resources to reduce risks, including in the context of BDTs,11 those 
possibilities are not included here.

Control access to 
training data

Control access to 
compute

• • •

Responsible training 
methods

• • •

Training data  
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Built-in safeguards

• • •

Model evaluations

Control and manage 
model access
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Curation of Training Data

One possibility for a built-in guardrail is to curate the training data used to train a model. The hypothesis is 
that excluding biological parts of concern from the data used to train a model could prevent the model from 
producing quality outputs most closely related to those data. For example, by excluding pathogen genome 
data from a larger set of genomic data, the model may perform less well on tasks related to pathogens. 
However, many experts were skeptical about the effectiveness of this approach for limiting harmful outputs 
from AI protein design (or broader biodesign) models because these models are intended to perform well 
on previously unseen tasks—meaning that the models may be able to “fill in the blanks” and produce 
designs related to pathogens even if they are not trained on pathogen data. This type of generalization by 
the model would likely be most accurate for biological sequences or functions that are most similar between 
pathogens and non-pathogens. Interviewees also expressed concerns that this curated data approach could 
degrade the overall performance of these models by reducing the amount of training data. 

The Evo genomic foundation model (developed by the Arc Institute, Stanford University, and TogetherAI), 
which can make predictions about DNA, RNA, and protein functions for diverse purposes,12 provides one 
example of how this type of data curation might be implemented. The Evo model was trained on many 
types of publicly available data, but it specifically excluded data on viruses known to infect eukaryotes 
(eukaryotes include all humans, animals, plants, and fungi).13 Published results indicate that Evo performed 
well across a range of tasks, including many that went beyond the types of data it was trained on, indicating 
that the model was able to generalize across multiple biological domains. However, researchers have not 
tested how well it might perform on prediction tasks related to viruses that can infect eukaryotes.14 

In a separate study involving OpenFold—an open-source implementation of Google DeepMind’s AlphaFold2 
protein folding prediction software—the developers tested the effects of excluding broad groups of protein 
folds and architectures from training data and showed that this had a limited effect on model performance 
on these previously unseen tasks.15 This finding reinforces the idea that excluding training data from AI 
models may not be effective in preventing those models from developing capabilities to perform tasks 
related to them.

Responsible Training Methods

Responsible training methods are used to make a model avoid or unlearn specific types of information, 
such as information closely related to pathogen sequences or structures. These methods may prove more 
effective for preventing certain outputs from models than curating training data, as described earlier. This 
is because all proteins, including those that pose some biorisk, follow similar rules for folding, and their 
structures are closely linked to their functions. Explicitly charting areas of protein space—that is, certain 
structures that correlate with functions of concern—that must be unlearned or avoided provides a more 
direct solution to this problem than restrictions on training data. One possible approach is adversarial 
training methods, which involve simultaneously training a model to produce good designs for an array of 
benign inputs and to produce no output or nonsense when given a “risky” input. Yet another approach is 
selective prediction, which involves a separate part of the model that decides whether the model should 
abstain from making a prediction based on examples of undesirable outputs. This approach is similar to 
screening and refusals, covered in the next section. The difference between them is that selective prediction 
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uses the model’s internal decision-making process to abstain based on its understanding of risk, while 
refusals are explicit denials that come from screenings conducted on the basis of predefined rules or external 
conditions. 

Responsible training methods that use similar approaches have been employed for large natural language 
models. For example, Anthropic’s Claude model was trained using “Constitutional AI,” in which humans 
provide guiding principles to produce a model that minimizes the potential for harm.16 This approach uses 
human supervision of the model and feedback generated by the AI model itself. A related but still nascent 
concept is “guaranteed” or “provably safe AI,”17 which relies on AI creating a model of what is “safe” and 
what is not. 

A key challenge for these responsible training methods is that they depend on 
some articulation of the risks to drive decision-making about what the model 
should avoid. Such methods might draw on screening tools similar to those 
developed for implementing built-in screening and refusals, or they could draw 
upon a broader articulation or set of rules. However, this type of resource does 
not currently exist, and its development would be challenging because there is 
no consensus about what should be included and it might pose an information 
hazard.

Built-In Refusals and Screening to Flag Harmful 
Outputs

Screening is an approach in which the outputs of a model are screened to determine 
if they might be misused to cause harm and, if so, the model could refuse to offer 
those outputs or could flag the outputs for follow-up. For example, screening 
software could screen designs against a database of sequences, structures, or functions that “match” those 
from pathogens. Such a screening approach would be analogous to the screening conducted by nucleic acid 
providers, and it could draw on some of the resources and lessons learned in that context. For example, 
the U.S. government is currently conducting stakeholder outreach to develop standards to determine 
which nucleic acid sequences should be flagged for additional scrutiny, and this process could help inform 
a screening method for biodesign tools.18 The databases developed for the International Biosecurity and 
Biosafety Initiative for Science (IBBIS) Common Mechanism for DNA synthesis screening also could be 
used as a starting point.19

Tools for screening outputs of BDTs could run into significant challenges, similar to those that have come 
up in the context of nucleic acid synthesis screening. The community of developers of AI protein design 
tools (and other BDTs) is broad, and implementing screening and refusals would require that this type of 
screening database or resource be shared widely to ensure adoption. However, the creation of a database 
of structures or functions of concern might pose information hazards, complicating its dissemination. 
Incorporating sequences, structures, or functions that go beyond those that are widely known could be 
particularly concerning. 

Screening software 
could screen designs 
against a database 
of sequences, 
structures, or 
functions that 
“match” those  
from pathogens.
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In addition to navigating information-hazard challenges, screening for functions of concern also faces 
more fundamental hurdles, since the prediction of function from biological sequences is an open scientific 
challenge. A more tractable intermediate step could be to screen for families of sequences that perform the 
same concerning function.

Collecting Metadata to Capture User Intentions 

Metadata from BDTs could include helpful information that could be used to infer the user’s intentions 
when they created a design, providing insight into what the design is meant to do. The design produced from 
a BDT would include biological data, such as sequences of nucleotides that comprise DNA or sequences of 
amino acids that encode a protein. The metadata could include the identity of the tool that created the design, 
data provided to the tool, data exported from the tool, algorithms run on the data (for example, optimizing 
a DNA sequence for expression in a laboratory bacterium), access granted to the data, edits performed on 
the data, and how frequently and in which order those operations were performed. This information could 
be included alongside the biological design output of a BDT as a cryptographically signed certificate(s) 
that uses a unique signature that can be used to re-create aspects of the design’s “journey.” This type of 
information could be useful to responsible nucleic acid synthesis providers in their decision-making about 
whether to fill orders that include novel nucleic acid sequences, which they may not otherwise recognize, 
and could deter bad actors from attempting to use these tools to circumvent screening. Over time, sharing 
such metadata as part of DNA synthesis orders could become an established best practice to facilitate 
synthesis screening or other forms of biosecurity oversight that may emerge in the future. 

Experts who participated in this project were broadly supportive of establishing practices and standards 
for capturing metadata from BDTs. Several experts noted that, in addition to the benefits for biosecurity, 
developing this type of metadata certificate could have broader utility for scientific collaboration by 
providing a standardized way to track and attribute designs, which will become increasingly important as 
these tools become more widely used and as multiple tools become integrated into workflows. 
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2. Managing Access to AI Biodesign Tools

Implementing managed access systems for AI biodesign tools will be important for safeguarding BDTs. 
A key concern about built-in guardrails like those outlined earlier is the possibility that they could be 

removed from tools that are fully open source—that is, if the full source code, model weights, and training 
data are openly available. For example, some forms of guardrails, such as a screening and refusal process 
or providing metadata outputs, could potentially be removed just by deleting a few lines of code. Models 
from which data have been omitted or that have been trained with certain restrictions could be retrained or 
fine-tuned without those guardrails. Although they are important, managed access paradigms for BDTs are 
underdeveloped, and a focused effort will be required to establish them.

Meeting Open-Source Needs in a Managed Access Paradigm

Large portions of the scientific community continue to support open access to BDTs, and they have several 
needs that provide strong incentives for doing so, including encouraging use of the tool, sharing results, 
enabling peer review, establishing reproducibility, and ensuring the availability of the tool over the long 
term. Requirements from funders and publishers often support the open sharing of AI models for these 
reasons. Openly releasing the source code for a BDT meets scientific needs. It is more difficult to meet 
these needs without releasing the source code, but a few interviewees pointed out that detailed, written 
methodologies could be sufficient. Some interviewees advocated for sharing the source code of a BDT with 
a broad community early in its development to crowdsource the discovery and fixing of software “bugs,” 
to increase the tool’s efficiency, and to improve it in other ways. Ensuring equitable access to tools was 
also noted as a priority. However, it is possible that some form of managed access could meet many of the 
scientific needs that have historically been addressed through open-source approaches to sharing models.

Managed Access to Training Data

Controlling access to data for training models could limit the development of models to only those who agree 
to do so responsibly. This type of managed access is already routine for some types of data—for example, 
human genomic data.20 Controlling training data access is likely to be more challenging for pathogen data 
and some other types of biorisk data because a large amount of current data already exists in the public 
domain, making controls impractical. However, some pathogen data are held privately within industries 
and are considered protected intellectual property. There are open questions about whether and how to 
manage access to these data over the longer term. Another important consideration for managing access 
to pathogen data is that the data are used for many beneficial scientific purposes, including biosurveillance 
and development of diagnostics and medical countermeasures. Therefore, a managed access framework for 
pathogen data would need to consider equitable access needs.
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Although a great deal of the currently available pathogen data is in the public domain, AI is driving an 
increased demand for biological data, and it is likely that many new, much larger high-quality datasets will 
be generated in the coming years. Given interest in AI and biological data generation in the United States 
(e.g., from the National Security Commission on Emerging Biotechnology21) and elsewhere, there may be 
an opportunity to establish managed access practices and platforms for these newly generated data.

A Range of Options Between “Fully Open” and “Fully Closed” Models 

The concept of managed access for BDTs or data is nuanced and goes well beyond a dichotomy between 
“fully open” and “fully closed” (figure 2). Different levels of access (the left side of figure 2) could be provided 
to users who have agreed to some level of oversight or who meet some criteria (the right side of figure 2). In 
addition, some levels of access are hosted, and thus could enable monitoring of users. A hosted model could 
also be subject to guardrails that are developed separately from the model itself—for example, a screening 
and refusal system. A user could potentially fine-tune or alter the BDT according to their needs, but the 
host could still enforce biosecurity precautions in the form of various guardrails that cannot be altered and 
that interact with the main software.

Figure 2. Managed access to BDTs. A schematic representation of the spectrum of access  
and the range of management options that are relevant for software guardrails. 
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Different communities of developers and users have distinct needs, with developers requiring more 
complete access than many types of users do. A managed access framework could provide differentiated 
access to meet the needs of each of these groups (figure 3). 

Figure 3. Developers and users of BDTs. A schematic of access requirements for different  
users and developers of biological design tools. Many users require only the outputs of  
models, and only a handful of developers need the deepest access to models. 

Lessons from Other Types of Tools

Managed access systems exist for tools outside of synthetic biology and biodesign, and similar platforms 
could be used for BDTs. For example, Hugging Face is an online platform that allows streamlined access 
to AI models. Model developers can require users to log in, provide contact details, and agree to a license 
agreement to use their models. The Hugging Face approach is successful because it provides access to 
AI models on its platform; users do not need to install models on their own systems or use their own 
computational resources to access the benefits of these models. However, users often must have some level 
of programming skill to customize the models or, in some cases, to use them successfully. Importantly, 
Hugging Face also provides an example of how responsibility measures can be built into managed access 
platforms. The platform supports “model cards” for AI models, which require transparency about aspects 
of the model such as the training data used, risks identified, and the ways risks can be mitigated. Currently, 
model cards are neither required nor standardized.22
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An example of a managed access paradigm in the context of a BDT is the release of Evo on the platform 
Together.ai. The platform allows users to log in with their Google, LinkedIn, GitHub, or custom accounts, 
facilitating payment for use of the platform’s computational infrastructure to run or fine-tune models. Data 
used for fine-tuning are held privately by the user, and users own any models they build or fine-tune on the 
platform, protecting privacy and intellectual property. 

There are also examples of open-source tools that are used almost exclusively 
through web servers hosted by developers. Examples are PathogenWatch,23 
an online platform for analyzing pathogen genomic data, and Microreact,24 
a web platform for visualizing genomic and epidemiological data. Reasons for 
preferring the web server include greater ease of use (including for users with 
no programming abilities), better visualization of results, and the ability to store 
data in the cloud and share with collaborators or in publications. However, these 
platforms offer little ability to customize the underlying analysis of the data. 
Another example is Galaxy,25 a web interface that allows users to perform research 
on biomedical data through a point-and-click interface, with standard tools and 
tutorials for common tasks. This platform also eases the development of analysis 
workflows and allows a high degree of customization. 

Managed access platforms can also serve as a means of raising awareness and 
providing information about responsible development and use of BDTs. For 
example, model cards, described earlier, could serve as a mechanism to highlight 
the misuse potential for an AI model and outline which uses would be considered 
irresponsible. Similarly, a “data card” could be used on a collection of genomic data 
containing toxin sequences to flag the dataset as inappropriate for training open-
source design tools. Another approach is the use of a “data hazards” framework,26 
which provides hazard labels for datasets, specifying categories of harm that could 
result if data are misused. Funders and reviewers could then use these resources 
to identify potential risks more easily and provide recommendations or adopt 
other measures to reduce risks. 

One lesson learned from the managed access platform examples discussed earlier is that their development 
generally requires skills often lacking among those who develop BDTs, such as graphic design, user interface 
and experience design, and web development. However, this challenge could be addressed by developing a 
single platform or by building out an existing platform that could host multiple BDTs as well as guardrail 
capabilities, creating an entry point for protecting many tools. Investments in these platforms are rarely 
made by academic research funders, but this type of infrastructure could be important for reducing risks 
related to BDTs.

Different 
communities of 
developers and users 
have distinct needs, 
with developers 
requiring more 
complete access 
than many types of 
users do. A managed 
access framework 
could provide 
differentiated access 
to meet the needs of 
each of these groups.

https://www.together.ai
https://pathogen.watch/
https://microreact.org/
https://usegalaxy.org
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Challenges to Implementing Managed Access for BDTs

Challenges to implementing managed access systems include technical hurdles and barriers related to 
cultural norms and expectations. These hurdles include a lack of knowledge, especially in academia, about 
options for different levels of access controls and how they might be implemented. Although some BDT 
developers are familiar with implementing APIs—application programming interfaces, which enable use 
of the tool without access to its code—few platforms exist that provide support for managed or tiered 
access. Furthermore, if a BDT developer wants to share their tool only with “legitimate” users, there is 
little guidance and few resources or tools to help the developer set criteria for legitimacy or to make such 
determinations.

A lack of funding, particularly in academia, also limits the implementation of managed access frameworks. 
Keeping a BDT behind an API obligates the host to provide the computational infrastructure necessary to 
run the tool. Many BDTs require significant amounts of computational resources, so costs can be prohibitive, 
particularly if a tool is used often. Furthermore, academic labs generally receive little to no financial support 
to sustain completed projects. By releasing BDTs openly, developers can better ensure that the tool will be 
available and useful in the future, even as funding is depleted and personnel move on to new projects.

Different communities have distinct cultural attitudes about open- and closed-source tools. In some parts 
of the academic AI protein design community, open sharing of source code has become a very strong norm, 
and efforts to restrict access to protein design tools are met with suspicion. When the journal Nature released 
a publication on AlphaFold3 without requiring that Google DeepMind openly release the tool’s source 
code, it sparked a backlash against both Nature and Google DeepMind. The editors at Nature released a 
statement on the decision.27 Along with the paper, Google DeepMind had released the AlphaFold Server as 
a free, web-based tool for noncommercial researchers, but after hearing from the community, the company 
committed to release more details about the model, including its inference code and weights.28 

However, the academic AI protein design community is not monolithic, and interviewees described different 
attitudes toward openly releasing tools. Some interviewees described the advantages of keeping a tool more 
closed, including securing intellectual property for future commercialization. One interviewee pointed out 
that biologists often have end points for their scientific research that include biological validation beyond 
just the computational output, and keeping the model closed can give the biologists time to complete their 
research before publication.

Several interviewees also pointed to long-standing commercial practices and cultural norms in the 
biosciences, especially in pharmaceutical development, for closed research and development cycles and 
carefully guarded intellectual property. Significant development of BDTs takes place for commercial 
purposes, including by some companies that provide protein design or broader biodesign services to paying 
customers. Other companies develop in-house BDTs or fine-tune existing BDTs as part of their internal 
product discovery, design, and optimization processes (e.g., for therapeutics). Because these tools are part 
of the intellectual property of these companies, they are often not shared.
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An Alternative Approach: Potential Computational Solutions for 
Safeguarding Open-Source Models

Potential computational solutions that could address the challenge of safeguarding open-source models are 
under development. While potentially feasible, each of these solutions would require additional research, 
development, and testing. 

For example, there are methods that verify that a BDT has been used with its guardrails intact, such as 
using cryptographic signing and verification methods like those described earlier in the metadata section. 
It is also possible to make the design and guardrail aspects of a model dependent on each other in ways 
that would make it very difficult to remove protections without breaking the design functionality. These 
interdependencies would require high skill levels to remove,29 and this approach could reduce the risk of 
individual users stripping these guardrails from the software. 
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3. Recommendations for Pilot Projects to 
Develop BDT Guardrails

To support the development of guardrails for AI biodesign tools, there are several pilot projects that 
BDT developers, biosecurity experts, and others should pursue, and many such pilot projects could 

be pursued in parallel. Some of the guardrails could be broadly extended to many tools, such as a hosting 
platform with credentialed access. Others are likely to have more targeted applicability, such as screening 
mechanisms for evaluating inputs or outputs of AI protein design tools. Funders and others exploring 
potential guardrail projects should consider how broadly applicable these solutions 
might be to a range of tools or contexts. The pilot projects recommended here are 
based on the findings of this report, but they were developed by the authors alone 
and do not necessarily reflect a consensus of project participants. 

For built-in guardrails, projects should include the following:

•	 Model screening and refusals: developing screening systems for BDT 
inputs or design outputs for flagging or refusal. This project could include 
several components that should be conducted in concert and could benefit 
from iteration, such as: 

	» Connecting DNA screening tool developers and BDT developers: 
a meeting to bring together protein design tool developers, nucleic 
acid sequence screening tool developers, and other experts to share 
information on current screening methods and identify lessons learned 
from nucleic acid screening. Such a gathering could also help establish 
partnerships for technical development of screening tools for protein 
design tool outputs.

	» Implementing screening-based flags and refusals: technical development of a screening 
mechanism for BDT inputs or outputs and implementation of flags or refusals based on 
screening results. Biosecurity experts and/or developers of screening tools for synthetic nucleic 
acid synthesis screening could partner with protein designer tool developers to design and test 
this approach. As a further step, this project could also test the robustness of screening to red 
teaming by exploring the ease of jailbreaking these guardrails.

	» Implementing screening in a commercial context: incorporating screening, flagging, and 
refusals into the workflow of a company that performs biodesign services for clients. This 
approach would enable an analysis of screening to determine its usability, interpretability, 
number and nature of false positives, and other metrics of feasibility. A key reason for doing  

There are several 
pilot projects that 
BDT developers, 
biosecurity experts, 
and others should 
pursue, and many 
such pilot projects 
could be pursued  
in parallel.
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this would be to test the feasibility of screening and refusals in a commercial context, where  
there are strong financial incentives to fill all customer orders. This approach could also help 
elucidate challenges related to customer screening or know-your-customer practices in this 
context. Biosecurity and technical experts would partner with a contract research organization  
or similar organization to implement the guardrail and to collect information on these metrics.

•	 Coupling designs with metadata: capturing metadata that includes information about the user’s 
intentions by implementing a cryptographically signed record of user instructions provided to the 
design tools. These metadata would be outputted alongside the design itself and could be shared 
with DNA synthesis providers. Biosecurity experts could partner with BDT developers and DNA 
providers to decide which metadata would be most helpful to capture. The signed certificate 
could then be used while ordering synthetic DNA to demonstrate the utility of this approach. 
Key evaluation aspects would include the interpretability of the certificate by DNA providers, the 
ability to mask intent within a collection of design specifications, and the added or reduced time to 
perform follow-up screening of orders when these certificates are available. 

•	 Curating training data: testing whether the exclusion of virus and toxin data from BDT training 
datasets harms performance of the tools or reduces the accuracy of harmful outputs. For this 
project, biosecurity experts would partner with a biodesign tool developer (likely from the AI 
protein design community) to scope datasets for inclusion and exclusion from training; set criteria 
for performance; train models with and without specified data; and perform analyses of outputs. 
Many experts did not believe that this would be an effective approach and believed it would 
duplicate previous efforts, but there was enough uncertainty that it may be worthwhile to conduct 
a study to determine its potential and limitations. Importantly, this type of study could generate 
information hazards, particularly if it draws attention to opportunities for misuse of BDTs that are 
otherwise perceived as benign. At least one interviewee suggested that this type of work should only 
be done in private or classified settings.

Pilot projects to explore and expand options for managed access to BDTs should include the following: 

•	 Establishing a web platform for protein design tools: establishing a platform that provides 
advantages to both developers and users while maintaining control over access to the underlying 
tools. Advantages could include access to computational resources, ease of use, secure 
documentation or logging of design attempts, features to support sharing and collaboration, and 
a commitment to long-term support of tools. Such a platform could expand the use of these tools 
while enabling oversight and restricting full model access to only legitimate developers. Establishing 
this platform would require technical expertise in programming and web development, partnership 
with BDT developers, and outreach to BDT users. As the platform is built, initial testing could 
gather information on the utility of the platform, who the users are, how they use the tools, and 
what types of features are most valued by these users.
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•	 Gathering information about the users of protein design tools: gathering information about 
users, including how many people use protein design tools through APIs, how many download the 
source code, why they choose various types of access, and what their needs are. Several existing 
tools, from both the academic community and from industry, offer access both through an API and 
as fully open-source code. Information about their usage could provide useful insights to inform 
future managed access approaches.

•	 Developing a written framework that outlines managed access possibilities and best practices 
for BDTs: outlining ways in which different levels of access can meet different needs, as well as 
potential pathways for changing access parameters over the life cycle of tool development. This 
resource, analogous to the “Guidance for Safe Foundation Model Deployment” resource developed 
by the Partnership on AI for frontier AI models,30 could provide guidance and considerations for 
tool developers. The development of this BDT managed access framework would require significant 
engagement and codevelopment from academic and industry BDT developers.

•	 Developing a written framework that outlines managed access possibilities and best practices 
for managing access to data: outlining possibilities and best practices for managed data access, 
particularly for datasets that have yet to be generated. As governments, companies, and others make 
significant investments in data generation, it will be important to engage with these stakeholders 
alongside biosecurity experts.
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Appendix: Project Participants

More than 25 people, including those listed in this appendix, participated in the project by serving as expert 
interviewees, participating in the July 2024 workshop, or providing valuable feedback in other ways.
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